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Abstract

Visuocortical responses are regulated by gain control mechanisms, giving rise to fundamental neural and perceptual phe-
nomena such as surround suppression. Suppression strength, determined by the composition and relative properties of
stimuli, controls the strength of neural responses in early visual cortex, and in turn, the subjective salience of the visual
stimulus. Notably, suppression strength is modulated by feature similarity; for instance, responses to a center-surround stim-
ulus in which the components are collinear to each other are weaker than when they are orthogonal. However, this feature-
tuned aspect of normalization, and how it may affect the gain of responses, has been understudied. Here, we examine the
contribution of the tuned component of suppression to contrast response modulations across the visual field. To do so, we
used functional magnetic resonance imaging (fMRI) to measure contrast response functions (CRFs) in early visual cortex
(areas V1–V3) in 10 observers while they viewed full-field center-surround gratings. The center stimulus varied in contrast
between 2.67% and 96% and was surrounded by a collinear or orthogonal surround at full contrast. We found substantially
stronger suppression of responses when the surround was parallel to the center, manifesting as shifts in the population
CRF. The magnitude of the CRF shift was strongly dependent on voxel spatial preference and seen primarily in voxels
whose receptive field spatial preference corresponds to the area straddling the center-surround boundary in our display,
with little-to-no modulation elsewhere.

NEW & NOTEWORTHY Visuocortical responses are underpinned by gain control mechanisms. In surround suppression, it has
been shown that suppression strength is affected by the orientation similarity between the center and surround stimuli. In this
study, we examine the impact of orientation-tuned suppression on population contrast responses in early visual cortex and its
spread across the visual field. Results show stronger suppression in parallel stimulus configurations, with suppression largely iso-
lated to voxels near the center-surround boundary.

contrast response functions; divisive normalization; fMRI; surround suppression; vision

INTRODUCTION

Visual perception is heavily influenced by context—a prin-
ciple exemplified by the perceptual phenomenon known as
surround suppression. Under surround suppression, the per-
ceived contrast of a stimulus is attenuated in the presence of
a surrounding stimulus (1–3). Surround suppression’s neural
underpinnings are typically observed in animal electrophysi-
ological recordings as decreases in central receptive field (RF)
responses when an annulus is placed within its extraclassical
surround (4–10).

Although the addition of a surround stimulus is typi-
cally suppressive (5, 6, 8–11), the specific properties of the
center and surround stimuli dictate the degree to which
suppression will occur (12, 13). Specifically, suppression
strength appears to be governed by the relative feature simi-
larity between the two components, with the strongest sup-
pression occurring when the surround and central stimuli are
matched in orientation and spatial frequency (5, 10, 14–18).
This feature-tuned component of suppression has been pro-
posed to serve a number of functional roles in cortex, such as
facilitating the use of spatial context to parse visual scenes,
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supporting redundancy reduction and efficient neural coding
(12, 19).

Computationally, the influence of the surround on the
center is well accounted for as a form of divisive modulation
(5, 20–22), in which the excitatory drive from the center stim-
ulus is divided by a proportional suppressive drive, com-
posed of a more broadly spatially tuned pool of units
responding to both the center and the surrounding region of
space. Divisive normalization (20, 23) has been put forth as a
putative canonical computation, providing an explanatory
account of a variety of nonlinear behaviors observed within
visuocortical neurons, including surround suppression (20).

Another key feature of normalizationmodels is their ability
to describe the nonlinear relationship between a stimulus’s
contrast and its subsequent neural response (4, 20)—a rela-
tionship commonly referred to as the contrast response func-
tion (CRF) (24, 25). Although surround suppression has long
been characterized as a signature of normalization, neuroi-
maging studies have been hindered by a lack of proper quan-
tification of suppressive effects on the contrast response (26,
27), both within and across early visual areas. Although previ-
ous neuroimaging work from our laboratory and others has
consistently found suppression of responses when pairs of
stimuli are aligned in a collinear configuration, compared
with orthogonal (14, 15, 28–31), it is still unclear how surround
suppression interacts with the population-level CRF.

In this study, we sought to identify changes in the gain
underlying orientation-tuned suppression, both within and
across early visual cortices. To do so, we presented partici-
pants with center-surround stimuli and measured changes in
BOLD response as we parametrically varied the contrast of the
center. Specifically, we varied the contrast of a central grating
stimulus at nine contrast levels, while the center was sur-
rounded by a large, full contrast annulus grating that was ei-
ther collinear or orthogonal in its orientation content relative
to the center stimulus. We found that the contrast response
functions of voxels with population receptive fields far from
the center-surround boundary were not influenced by the ori-
entation of the surround. However, the contrast response of
voxels that were spatially selective to the center-surround
boundary exhibited a gain shift to the collinear surround, rela-
tive to orthogonal. These results suggest that the effects of
tuned normalization on the gain of responses within human
visual cortex are spatially local to the areas of competition,
rather than across the entire center stimulus representation.

METHODS

Observers

Ten observers (8 female) took part in the experiment. All
were between the ages of 18 and 35 and reported normal or
corrected-to-normal visual acuity. All participants gave their
written informed consent, and the study was approved by
the Boston University Institutional Review Board. Observers
received monetary compensation for their participation,
except one (one of the authors of the study).

Apparatus and Stimuli

Stimuli were programmed and rendered on a MacBook
Pro (OS X 10.7) using MATLAB (2015 b; MathWorks, Natick,

MA) and Psychophysics Toolbox (Brainard, 1997). The stim-
uli were displayed on a rear-projection screen in the scanner
bore, using a gamma-corrected projector (ProPixx DLP LED,
VPixx Technologies; max. luminance 306 cd/m2) and observ-
ers viewed them via a front-surface mirror affixed to the
head coil. Participants were provided with a two-button box
for behavioral responses.

The visual stimulus was a 2 cycles/deg (cpd) center grating
(inner radius 0.75 dva from central fixation, outer radius 2.95
dva), which varied in contrast throughout each fMRI run,
surrounded by a 2 cpd annular grating (inner radius 3.05
dva, outer radius 8.5 dva), with a 0.1 dva gap between the
central and surround component (Fig. 1A). The small gap
was chosen based on prior work that found strongest center-
surround interactions with minimal spatial separation
between the two components (1, 32–34). Prior work also
informed the eccentric location of the center-surround
boundary; surround suppression tends to be stronger when
stimuli are presented away from fovea (2). Both gratings
were embedded in a Gaussian envelope. The contrast of the
center grating varied over nine logarithmically spaced con-
trast levels (2.67%, 4.0%, 5.33%, 8.0%, 16%, 32%, 48%, 64%,
and 96% Michelson contrast), while the surround grating
contrast was always 100% Michelson contrast. Both gratings
had their spatial phase updated every 100 ms to a randomly
chosen value, independently of each other. The surround
grating could either be collinear or orthogonal with respect
to the center. The central grating orientation remained iden-
tical throughout each run and was either 45� or 135� in alter-
nating runs, with starting orientation counterbalanced
between observers. Stimuli were presented on a mean lumi-
nance background.

MRI Data Acquisition

All MRI data were collected at the Center for Cognitive
Neuroimaging center at Boston University on a Siemens 3 T
Prisma scanner with a 64-channel head coil, in a single 2-h
session. fMRI data were acquired with simultaneous multi-
slice (multiband acceleration factor 5) echoplanar T2�-
weighted sequence (voxel size 2 mm3, TR ¼ 1,000 ms, TE ¼
30ms, echo spacing ¼ 0.67 ms, flip angle¼ 64�, FOV¼ 208�
208 � 140 mm). Before this session, each participant also
went through a separate population receptive field (pRF)
mapping session using the same T2�-weighted protocol, in
addition to a high-resolution anatomical scan (T1-weighted
multiecho MPRAGE sequence, FOV ¼ 256� 256 � 176 mm,
36 slices, TR ¼ 2530 ms, TE ¼ 1.69 ms, FA ¼ 7�, voxel size ¼
1 mm3).

Experimental Procedure

Main task.
The main task had 498 TRs (1 s TR), and most participants
completed 10 runs (one completed 8, and two completed 9).
Stimuli were presented in an event-related design, with 4 s
event duration and jittered intertrial interval between 6 and
17 s. The event schedules were generated using the FreeSurfer
tool Optseq2 (35). To promote nonlinear contrast response
functions, we used a contrast adaptation paradigm previ-
ously established in our laboratory (27, 36). Following a 4-s
baseline period with a mean luminance screen, the phase-jit-
tered central grating was presented for 60 s at 16% contrast
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(adapting contrast) in an initial adaptation block. Following
this initial adaptation, the event-related stimulus presenta-
tion began. During the stimulus event, the center grating
changed contrast to the target contrast for that event and
was surrounded by either a collinear or orthogonal 100%
contrast grating. The intertrial intervals served as top-up ad-
aptation periods, during which the center grating again
changed contrast to the adapting contrast intensity. An
example stimulus sequence is depicted in Fig. 1B. Each of
the nine center contrast levels (including the adapting con-
trast) was presented four times within an fMRI run, twice
with a collinear surround and twice with an orthogonal sur-
round. We followed the contrast adaptation paradigm intro-
duced by Vinke et al. (27), which was designed to bring out
the compressive nonlinearity in population CRFs. Typically,
BOLD responses in fMRI are found to scale linearly with
increasing contrast (37), diverging from results established
in individual visuocortical neurons, which exhibit saturation
near high contrasts. This is likely due to each voxel contain-
ing a large neural population with variable CRFs. Adaptation
is known to bring the most sensitive portion of the CRF to-
ward the adapting contrast (38); therefore, adapting the pop-
ulation to a single low contrast level should reduce neural
variability within each voxel, making it possible to detect
nonlinearities in the population CRF (26, 27).

Participants were engaged in a rapid letter detection and
identification task at fixation. The small (0.1 dva) fixation dot
in the center of the screen was red and surrounded by a
white circular 1.5 dva diameter annulus. White letters were
displayed within this annulus, in front of the fixation point,
continuously throughout the run. Participants’ task was to
monitor this letter stream for letters “J” and “K” amid 10
other distractor letters (“X,” “L,” “V,” “H,” “S,” “A,” “C,” “P,”
“Z,” and “Y”). A new letter was presented every 200 ms, and
participants were asked to press the left button on the

response box as soon as they detected “J” and the right but-
ton for “K.” At the end of each run, performance accuracy
was displayed to the participants for feedback. Accuracy
across participants was 90.2% on average (± 2.4% SE).

Functional localizer.
Each session began with two runs of a functional localizer,
intended to isolate voxels responding to the center and the
surround stimulus areas of the visual field. The localizer had
a stimulus on (16 s)-stimulus off (16 s) blocked design, with
208 TRs (1 s TR), with each scan beginning and ending with
an off block. The localizer stimulus was a 100% Michelson
contrast, achromatic checkerboard (fundamental frequency:
2 cpd) with the same inner and outer diameter as the main
stimulus, on a mean luminance background, and the behav-
ioral task was identical to the main experiment. Following
the localizer runs, participants began themain task.

Population receptive field mapping session.
For each observer, pRF mapping was carried out in a separate
session, using stimuli and analysis code from the analyzePRF
toolbox (39). In a single session, each observer underwent 10
pRF mapping runs (300 TRs, 1 s TR), which alternated five
sweeping bar stimulus runs and five runs with a combination
of rotating wedge and expanding and contracting ring. The
results of analyzePRF were used to manually draw cortical
surface labels outlining early visual areas V1, V2, and V3, by
identifying polar angle preference reversals. The early visual
area labels then served as a tool in voxel selection for func-
tional data analysis.

MRI Data Analyses

Anatomical data.
The 1 mm3 T1 images acquired during the pRF mapping ses-
sion were analyzed in FreeSurfer using the recon-all

A

B
60 s initial adaptation to 
16% (adapter) contrast

4 s event: variable center contrast,
100% surround collinear or orthogonal

6 - 17 s top-up adaptation to 
adapter contrast

stimulus event

top-up 
adapter

stimulus 
event

Figure 1. A: experimental stimuli. Center contrast increases
from left to right. Top row: collinear surround, bottom row:
orthogonal surround. B: three example trials occurring at
the start of a scan. Following the 60 s adaptation period,
trial order is pseudorandomized, and intertrial intervals
serve as top-up adapters to the 16% adapter contrast. In this
example, the center grating orientation is 45�. Note that
spatial frequency was lowered for illustration purposes.
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pipeline. The results were used to register the functional
data to the anatomical data.

fMRI preprocessing and beta weight estimation.
Reverse-phase encoding (40) was used to correct EPI distor-
tion in the functional data in FSL (41). Following distortion
correction, data were preprocessed with FS-FAST (42) with
no spatial smoothing (FWHM¼ 0mm), implementing stand-
ard motion correction, Siemens slice timing correction, and
boundary-based registration (43). We used robust rigid regis-
tration (44) to achieve accurate voxel-to-voxel correspon-
dence between functional runs within a session, aligning the
middle TR of each run to the middle TR of the first run of the
session. To identify voxels responsive to the stimuli, the func-
tional localizer data for each localizer type (center and sur-
round) were analyzed in FreeSurfer with a GLM analysis
following robust registration. The main task data were fur-
ther processed using custom MATLAB scripts. We extracted
voxels that fell within the pRF labels V1, V2, and V3. Following
the removal of the beginning 64 TRs from each run (the 4 s
initial baseline þ the 60 s initial adaptation period), the time
series data were low-pass filtered (filter cutoff 0.01 Hz), con-
verted to % signal change by dividing the BOLD signal at each
time point by the average BOLD signal value of the run and
concatenated.

We constrained our voxel inclusion as follows: first, we
selected only voxels responding to either the center or sur-
round localizer, defined as a GLM P value of 0.05 or less. Out
of these voxels, we further selected only those with a pRF
variance explained (R2) of 0.1 or above, and those whose ec-
centricity estimates fell within the stimulus bounds (i.e.,
between 0.75 and 8.5 dva). Furthermore, we ensured that vox-
els whose region of interest label overlapped were removed to
avoid the inclusion of duplicate voxels in the dataset. After
the application of these criteria, we had on average 719± 174
(SD) voxels in V1, 485±88 voxels in V2, and 335±42 voxels
in V3.

Contrast response estimation.
After finalizing the initial voxel selection, we imple-
mented a voxel-wise finite impulse response (FIR) analysis
(35) in MATLAB. This method estimates the shape of the
BOLD response to each stimulus type without assump-
tions about the underlying hemodynamic response func-
tion. The full-time course of each stimulus type (i.e., each
combination of contrast level and surround orientation)
was modeled with 20 regressors. The analysis resulted in
20 beta weight estimates for each condition. Finally, we
computed the mean beta weight in each condition within
an averaging window of 4–8 TRs after stimulus onset,
accounting for the hemodynamic response delay and cap-
turing the peak of the hemodynamic response function for
each observer and condition, resulting in a voxel-wise con-
trast response function of 9 points (contrast levels) per
condition.

Contrast response function model fitting.
The contrast response function for voxels within the cen-
ter grating stimulus dimensions (between 0.75 and 2.95
dva) was fit with a variant of the Naka-Rushton equation
(24, 25):

R cð Þ ¼ Rmax
cn

cn þ C50
n þ b

Here, the BOLD response (R) at each contrast level (c) is
determined by the maximum attainable response (Rmax), the
contrast at the semisaturation point (the semisaturation con-
stant, C50), an exponent (n), and an additive baseline param-
eter (b). MATLAB’s fmincon function was used to implement
the fit by minimizing the sum of squared errors (SSE)
between the Naka-Rushtonmodel and the measured CRF for
each voxel. We constrained the Rmax parameter to be
between 0 and 10 (beta weight, or % signal change) and the
C50 parameter to be between 1 and 80 (% contrast). The base-
line parameter was fixed per voxel to the average of the vox-
el’s responses to the lowest contrast between the collinear
and the orthogonal surround condition. Furthermore, we
did not anticipate significant changes in the n parameter
based on existing literature (4–6, 10); therefore, we opted to
fix the value of n to 2 in each voxel (20, 45). The fitting proce-
dure converged on a solution for all voxels. A goodness-of-fit
estimate was obtained by computing the R2 of the Naka-
Rushton fit for each voxel. Model fitting was conducted in
MATLAB, while most statistical tests were performed in
R. We only fit the Naka-Rushton to the voxels corresponding
to the center stimulus, as the surround voxel response was
not expected to vary as a function of the center stimulus con-
trast (see Fig. 2).

Eye Position Monitoring

Throughout the experimental session, participants’ gaze
was monitored using an MR-compatible eye-tracking setup
(EyeLink 1000, SR Research, Ontario, Canada) with a sam-
pling rate of 1,000 Hz (3 observers) or 500 Hz (7 observers).
After excluding blinks, the average eye deviation from the
fixation point in the center of the screen across participants
was 0.21 ± 0.09 dva SE in horizontally and 0.2 ± 0.11 dva SE
vertically. This is well within the bounds of the fixation
circle, whose radius was 0.75 dva. Therefore, participants
maintained reliable fixation throughout the experimental
session.

RESULTS

Contrast Response Functions under Orientation-Tuned
Suppression

Given the spatial layout of our full-field stimulus, we rea-
soned that any orientation-tunedmodulation would be most
apparent for voxels whose pRF location (eccentricity) is near
the center-surround boundary. Instead of averaging the
voxel-wise CRFs across the whole ROI, we binned the voxels
into 8 bins based on their pRF-preferred eccentricity. We
first divided the stimulus into two portions: center (between
0.75 and 3.05 dva radius) and surround (between 3.05 and
8.5 dva radius), with the inner radius of the surround stimu-
lus serving as the dividing line. We then divided each half of
the display into four equal-sized eccentricity bins. As
depicted in Fig. 2, in the bin closest to fixation, the contrast
responses to the collinear and orthogonal-flanked condition
largely overlap. The responses begin to diverge as a function
of distance to the center-surround boundary, with the
strongest suppression of the collinear responses in the fourth
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bin (the center stimulus band abutting the surround). Small
differences between collinear and orthogonal conditions
persist in the first surround bin, and as expected, the outer-
most bins show largely flat responses for both conditions
(due to the contrast of the surround remaining fixed at 100%
contrast), which again largely overlap.

Orientation-Tuned Suppression across the Visual Field

To quantify the relationship between suppressive gain
modulation for the collinear surround with voxel position rel-
ative to the center-surround boundary, we computed the av-
erage overall tuned suppression strength in each eccentricity
bin. First, we averaged the voxel-wise % signal change across
contrast levels. Overall suppression was computed by sub-
tracting the % signal change in the collinear-surround condi-
tion from the orthogonal-surround condition. Observer-
averaged gain modulation as a function of voxel placement
within the stimulus is depicted in Fig. 3. Suppression in the
center stimulus (first four bins) gradually increased across ec-
centricity and reached a maximum in the center stimulus
band that neighbored the surround. A mixed linear model
(observers as random effects, absolute distance from the
boundary and ROI as fixed effects) including all voxels in our
sample revealed that the absolute distance from the center-
surround boundary at 3.05� (in dva) significantly predicted
orientation-tuned suppression strength fbeta ¼ �0.03, 95%
CI [�0.03, �0.03], t(153,874) ¼ �79.91, P < 0.001g, confirming

that the differences in % signal change were largest near the
center-surround boundary. The effects of ROI were also sig-
nificant; compared with V1, tuned normalization effects
(% signal change differences between collinear and orthogo-
nal surround) were more pronounced in V2 fbeta¼ 0.03, 95%
CI [0.03 0.03], t(153,874) ¼ 27.59, P < 0.001g and V3 fbeta ¼
0.008, 95% CI [�0.0065 0.01], t(153,874)¼ 6.98, P< 0.001g.
Quantifying Contrast Response Function Modulations

The variability of voxel-wise CRFs, and hence, that of
Naka-Rushton parameters, was substantial in all three visual
areas. Although most voxels had nonlinear CRFs, many
CRFs did not saturate at high contrasts, likely due to stimu-
lus optimality issues (see DISCUSSION). We therefore include
the Naka-Rushton comparison as an exploratory analysis of
the nature of CRF gain modulation across voxels. To com-
pare the voxel-wise CRF parameters between the two sur-
round configurations, we selected center stimulus voxels
based on 1) whether the extent of their pRFs included the
boundary between the center and the surround and 2) Naka-
Rushton goodness-of-fit. For each voxel, we added and sub-
tracted the pRF size estimate to/from the voxel’s pRF eccen-
tricity estimate, to obtain approximate coverage of the pRF
within the stimulus. From this narrowed selection, we
excluded voxels whose Naka-Rushton R2 was below 0, lead-
ing us to drop 21.3% voxels from V1, 51.4% in V2, and 50.3%
in V3. Across participants, on average 59 (± 24 SD) voxels in
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Figure 2. Averaged eccentricity-binned contrast responses. Each plot depicts the BOLD response as a function of center contrast (log-scaled). Center
contrast values were 2.67%, 4%, 5.33%, 8%, 16% (adapter contrast), 32%, 48%, 64%, and 96%. Each row summarizes results from one visual area; V1:
upper row, V2: middle row, V3: bottom row. Left four columns represent the four eccentricity bins into which the center stimulus was divided, right four
columns show the four bins of the surround annulus. The bounds of each eccentricity bin are listed above the columns. Center-surround boundary is
located at 3.05� from fixation. The plots were obtained by averaging the % signal change across all voxels per observer (n ¼ 10) in each bin, and then
computing between-observer averages in each condition for that bin (red: collinear, blue: orthogonal). Error bars represent ± 1 SE.
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V1, 25 (± 12) voxels in V2, and 19 (± 8) voxels in V3 fulfilled
this criterion. The average eccentricity of the center of the
voxels’ pRF was 2.7� from fixation across ROIs (± 0.3� SD). In
this subset, we compared collinear versus orthogonal me-
dian C50 and Rmax estimates in each ROI using a one-sided
pairwise Wilcoxon test [reflecting our reasoning that if sup-
pression is stronger in the collinear configuration, consistent
with psychophysical findings (1, 2), we expect to find a
higher C50 in this condition, and/or a lower Rmax, as seen in
electrophysiology] (5). C50 was overall higher in the collinear
condition (in V1, the average of median C50 values was 50% ±
7% in the collinear condition and 37% ± 6% in the orthogonal
condition). In V2, collinear C50 was 20.5% ± 4% and orthogo-
nal C50 was 11.6% ± 2.5%. In V3, collinear C50 was 37% ± 8%,
while orthogonal was 26% ± 7.4%. However, this difference
did not reach statistical significance in any ROI. Likewise,
Rmax (V1: collinear Rmax was 1.46±0.08% signal change, or-
thogonal 1.5 ±0.1; V2: collinear Rmax 0.6±0.1, orthogonal
0.8±0.2; V3: collinear 0.5 ±0.06, orthogonal 0.6±0.05) did
not differ between conditions in any ROI.

DISCUSSION
We investigated how orientation-tuned suppression modu-

lates the gain of visuocortical contrast responses, by meas-
uring early visual BOLD signal modulations to a contrast-
varying center grating surrounded by a full contrast annulus
either collinear or orthogonal to the center. We found suppres-
sive gain modulation in the collinear surround configuration

compared with orthogonal, with lower BOLD responses and
population CRF shifts relative to orthogonal. Extrastriate
cortex generally showed stronger suppression by parallel sur-
round relative to orthogonal, compared with V1. Orientation-
dependent CRF shifts were observed predominantly in voxels
whose pRF location and size positioned them such that they
received stimulation from both center and surround stimuli
and were maximal in center voxels directly bordering the sur-
round annulus. Near-foveal voxels instead showed a strong
overlap between the collinear and orthogonal CRFs. This pat-
tern suggests that orientation-tuned suppression from the
surround is spatially local, as opposed to spreading to the
entire center stimulus.

Broadly, our findings are in agreement with prior fMRI
studies in early visual areas demonstrating the orientation de-
pendency of surround suppression, in which parallel sur-
rounds induced stronger BOLD signal suppression compared
with orthogonal surrounds (14, 15, 18, 29, 31). Past fMRI results
complement psychophysical studies of surround suppression,
in which the apparent contrast of a central stimulus is lower
in the presence of a high-contrast surround (1–3, 46), and this
suppressive effect is stronger with collinear surrounds as com-
pared with orthogonal (1, 2, 46). When it comes to breaking
down the surround suppression effects across the visual field,
to our knowledge, there is limited work directly examining
how magnitude of perceptual suppression might vary across
the center in a center-surround stimulus, and instead, it
is largely assumed the perceived contrast of the center stimulus
(and the underlying neural response) is constant across its
area. A recent fMRI study (47) compared BOLD responses to a
center-surround stimulus with either a large grating, a congru-
ent figure-ground grating (same orientation, but with a small
gap), and incongruent figure-ground grating (orthogonal orien-
tations and small gap) and found that the differential responses
of V1 voxels to the congruent versus incongruent stimuli were
detectable even in the innermost band of the center stimulus,
unlike in the present findings. However, the experiments are
not directly comparable as we did not have a no-gap condition,
and the center figure was only 4� in diameter, compared with
our 6�. On the other hand, psychophysical results (48) suggest
that when the innermost portion of a central grating in a cen-
ter-surround stimulus is removed, thus forcing participants to
use the edge of the center abutting the surround for contrast
detection, thresholds increased similarly to a regular center-
surround configuration, suggesting that the effect of a high-
contrast surround stimulus extends slightly beyond its area.
Our participants did not indicate any differences in perceptual
suppression strength between the innermost areas of the cen-
ter stimulus and those closer to the surround annulus. Future
work could address whether there are psychophysical differen-
ces in suppression strength as a function of distance from the
suppressing stimulus, or whether there is a perceptual filling-
in effect at play which is not reflected in the early visual BOLD
responses.

Mirroring prior electrophysiological work, we see consid-
erable variability among individual CRF measurements (4–
6, 8–10, 49). In electrophysiology, neuronal CRFs are fit with
the Naka-Rushton equation, a variant of the normalization
model. The two most observed CRF modulations as a result
of placement of a suppressive surround are contrast gain (a
rightward shift of the CRF and a corresponding increase in

Figure 3. Tuned suppression as a function of voxel position within the
center-surround stimulus. First, the voxel-wise average BOLD response
across all contrast levels was computed in each stimulus eccentricity bin
in both conditions (collinear vs. orthogonal surround). We subsequently
subtracted the averaged BOLD response in the collinear surround condi-
tion from the orthogonal surround BOLD response for each participant
and averaged across participants (n ¼ 10) in each bin. The leftmost data
points represent the eccentricity bin closest to fixation. The center-sur-
round boundary (3.05�) is between the fourth (outermost center) and fifth
bin (innermost surround) and is represented by the gray dashed line. Error
bars represent ± 1 SE (PSC¼ % signal change).
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the semisaturation constant) and response gain (compres-
sion of the CRF at high contrasts, and a decrease in the maxi-
mum response). Contrast gain is thought to bring the most
sensitive portion of the CRF toward the ambient contrast
level (38), thereby optimizing the sensitivity of the neuron
through divisive computations, while response gain decreases
responsiveness at higher contrasts. Prior studiesmostly report
a mixture of effects (5, 8), and more recent evidence has sug-
gested that the type of modulation may be determined by the
spatial frequency preference of the cell (50). In the current
dataset, lack of CRF saturation in many voxels limits our abil-
ity to conclusively comment on the exact nature of voxel-wise
gain modulation, although exploratory analyses indicate an
increase in the semisaturation constant in the collinear condi-
tion relative to orthogonal.

The lower rate of saturation in our data diverges somewhat
from other fMRI studies using adaptation to recover saturat-
ing nonlinearities in the population CRF (27, 36). We suspect
nonsaturation in our data was caused by the relative lack of
stimulus optimality for early visual cortex; specifically, we did
not account for cortical magnification in the stimulus spatial
frequency, which was done by Vinke et al. (27), and the center
grating stimulus was not oriented radially from fixation, as
done in Vinke et al. (27), and to some extent in Foster and
Ling (36). Our stimulus was instead intended to maximize
perceptual suppression from the high-contrast surround pre-
sentation. Related to the use of adaptation to achieve saturat-
ing nonlinearities at the voxel level is the possibility of
nonlinear interactions between contrast adaptation or con-
trast level and surround orientation. Such interactions could
result in changes in CRF shape not captured by Naka-
Rushton modeling. There is some support for these interac-
tions in our data; specifically, in area V1, the BOLD responses
to low contrasts (below the adaptor contrast, between 4% and
8%) show larger divergence whereby the collinear responses
are reduced further, especially closest to the boundary. This is
consistent with our general finding that BOLD signal reduc-
tion by collinear surround is most pronounced close to the
boundary. To determine whether the divergent effects are
due to contrast adaptation, scans without the contrast adapta-
tion would have to be conducted. However, varied interac-
tions between center contrast and surround orientation have
been reported in the literature (7, 51).

A suggested purpose of feature-dependent surround sup-
pression is to serve texture segmentation (12, 19, 52–54), and
both differences in contrast and orientation signal the pres-
ence of areas of higher interest in a visual scene possibly con-
taining borders between objects or textures. Suppressing
signals from similar regions and enhancing signals from bor-
dering regions with different textures is thought to achieve
higher efficiency in transmitting information via visuocorti-
cal spikes (53, 54). Our results suggest this modulation is spa-
tially local at the level of the early visual cortex, which
comes as something of a surprise given that the perceptual
effect of such center-surround configurations is that of a
wholesale attenuation in perceived contrast.
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